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1 Introduction

Consider a parabolic operator D

t

+ L on R

n

� (0;1), n � 2, where

L =

X

jaj=j�j=m

(�1)

m

a

��

D

�

D

�

is an elliptic operator of order 2m, m � 2, onR

n

. We assume that L has real, constant

coe�cients and, without loss of generality, we may assume that the coe�cients satisfy

the symmetry condition

a

��

= a

��

: (1.1)

The operator is elliptic which means that there is a constant E > 0 so that

a

��

�

�

�

�

� Ej�j

2m

; � 2 R

n

: (1.2)

To simplify the notation, we assume that the indices � and � appearing in the operator

are summed.
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Our main interest is the initial-Dirichlet problem

8

>

>

>

<

>

>

>

:

(D

t

+ L)u(X; t) = 0; X 2 
; t > 0

D

�

u(Q; t) =  

�

(Q; t); j�j � m� 1; Q 2 @
; t > 0

u(X; 0) = 0; X 2 
:

(1.3)

The domain 
 is the region above the graph of a function, 
 = fX

n

> �(X

0

)g with

� : R

n�1

! R a Lipschitz function satisfying kr�k

L

1

� M . Here and below, we

write X 2 R

n

as (X

0

;X

n

) 2 R

n�1

�R when we need to distinguish the last variable.

We let S

T

= @
� (0; T ) denote the lateral boundary of the cylinder 
 � (0; T ). We

let � be a fractional time derivative given by

d

�f(Q; � ) = (i� )

1=2m

^

f (Q; � )

where^indicates the partial Fourier transform in the time variable (see section 6 for

a more detailed de�nition of the operator �).

Now we de�ne spaces on S

1

from which we will take boundary data. Note that

the functions  

�

in (1.3) cannot be speci�ed arbitrarily. In fact, the array of functions

must satisfy compatibility conditions which guarantee that they arise as derivatives

of a single function. It seems simplest to use this as the de�nition of our spaces of

boundary data. Thus, if  2 C

1

0

(R

n

� (0;1)) we let

~

 = ( 

�

: j�j � k) denote the

array of partial derivatives in the spatial variables, X, where  

�

= D

�

 j

S

1

. We call

~

 the Whitney array of order k generated by  . We de�ne a norm on this space by

k

~

 k

2

WA

2

k

(S

1

)

=

X

j+j�j=k

k�

j

 

�

k

2

L

2

(S

1

)

:

Finally, we let WA

2

k

(S

1

) be the Hilbert space obtained by taking the closure, in this

norm, of the arrays generated by smooth functions.

Next, we de�ne a space WA

2;1

k

(S

1

) which is the closure of the arrays (D

�

 j

S

1

:

j�j � k) for  2 C

1

0

(R

n

� (0;1)) in the norm

k

~

 k

2

WA

2;1

k

(S

1

)

=

X

j+j�j=k

k�

j

 

�

k

2

L

2;1

(S

1

)
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where the norm on L

2;1

(S

1

) is given by

k k

2

L

2;1

(S

1

)

=

Z

1

0

Z

@


jr

T

 (Q; s)j

2

+ j� (Q; s)j

2

dQds:

Here, r

T

is the tangential component of the spatial gradient. Since we require  to

vanish at t = 0, it is easy to see that we have de�ned a norm and not a semi-norm.

These spaces are straightforward generalizations of the arrays used by Greg Verchota

[25] to study solutions of the Dirichlet problem for the polyharmonic equation in

a Lipschitz domain. To see why these spaces are used, we recall that the standard

formulation of the Dirichlet problem allows us to specify u and the normal derivatives

up to order m � 1. If we take the top order normal derivative @

m�1

u=@N

m�1

from

L

2

(S

1

) then the jth normal derivative should have m� 1 � j spatial derivatives in

L

2

(S

1

). However, there is no straightforward way to de�ne second and higher order

Sobolev spaces on the non-smooth (Lipschitz) surface S

1

. In order to overcome this

problem, we use the formulation (1.3) of the initial-Dirichlet problem and the spaces

of Whitney arrays.

For a smooth function u, we let r

j

u be the expression

r

j

u(X; t) =

0

@

X

j�j=j

j!

�!

jD

�

u(X; t)j

2

1

A

1=2

:

As usual, for a multi-index �; �! is de�ned as �

1

!�

2

! : : : �

n

!. Our estimates for solu-

tions will be given using a parabolic maximal function. To de�ne this, we let

�

�

(P; t) = f(Y; s) : jY � P j + jt� sj

1=2

< (1 + �)�(Y ); Y 2 
 0 < s � tg

denote the parabolic approach region with vertex at (P; t). Then for v on 
� (0;1),

we de�ne the parabolic maximal function

v

�

(P; t) = sup

(Y;s)2�

�

(P;t)

jv(Y; s)j; (P; t) 2 S

1

:

We will assume that � is su�ciently large so that f(P + se

n

; t) : s > 0g � �

�

(P; t).

The constants in our estimates may depend on �. Since 
 is a Lipschitz graph domain,
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it is easy to see that this can be done with � depending only on M , the Lipschitz

constant for �. Finally, we will de�ne restriction to the boundary in the parabolic

sense: D

�

u = f

�

on S

T

means that

lim

X ! Q

X 2 �

�

(Q)

D

�

u(X; t) = f

�

(Q; t);

almost everywhere with respect to surface measure on S

T

. With these de�nitions, we

can give our main results.

Theorem 1.4 Let L be an elliptic operator of order 2m and 
 a Lipschitz graph

domain. Then for each

~

 2 WA

2

m�1

(S

1

), the initial-Dirichlet problem (1.3) has a

solution satisfying

k(r

m�1

u)

�

k

L

2

(S

1

)

� Ck

~

 k

WA

2

m�1

(S

1

)

and the functions D

�

u, j�j � m� 1 have nontangential limits a.e. on S

1

. Further-

more, if (r

m�1

u)

�

2 L

2

(


T

) for some T > 0 and D

�

u = 0 on S

T

for j�j � m � 1,

then u = 0 in 


T

.

If the data lies in WA

2;1

m�1

(S

1

), then the solution satis�es

k(r

m

u)

�

k

L

2

(S

1

)

� Ckfk

WA

2;1

m�1

(S

1

)

and the functions D

�

u, j�j � m, have parabolic limits a.e. on S

1

. Furthermore, if

k(r

m

u)

�

k

L

2

(S

T

)

< 1, for some T > 0, and D

�

u = 0, on S

T

for j�j � m � 1, then

u = 0 in 


T

.

The constants in each of these estimates depend only onM , the Lipschitz constant,

� the constant appearing in the de�nition of the approach region, E, m, n and an

upper bound for the coe�cients.

Both parts of this theorem give estimates for what is usually called the initial-

Dirichlet problem. In recent work, the �rst problem: given

~

 2 WA

2

m�1

(S

1

), �nd

u with (r

m�1

u)

�

2 L

2

(S

1

) has come to be called the Dirichlet problem. The sec-

ond problem: given

~

 2 WA

2;1

m�1

(S

1

), �nd u with (r

m

u)

�

2 L

2

(S

1

), is called the

regularity problem. We will use this terminology below.
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There is a long history of boundary value problems on Lipschitz domains. The

fundamental papers were due to B. Dahlberg [7] and D. Jerison and C. Kenig [13]

who established the L

2

-estimates for the Dirichlet, regularity and Neumann problems

for Laplace's equation. Boundary value problems for higher-order elliptic equations

were studied �rst by Dahlberg, Kenig and Verchota [5] who consider the Dirichlet

problem for the bi-harmonic equation. This was extended to higher powers of the

Laplacian by G. Verchota [25]. An important breakthrough was achieved by Pipher

and Verchota [22] whose boundary Garding inequality allowed them to attack 2mth

order operators directly rather than using the induction schemedeveloped by Verchota

to study powers of the Laplacian. A theory for higher order parabolic equations was

begun by the �rst author in collaboration with Shen [3]. Earlier work on second

order parabolic equations is due to Fabes and Salsa [9] and the �rst author [2]. The

parabolic system associated to Maxwell's equation has been studied in [18]. D. Mitrea,

M. Mitrea and J. Pipher have also studied scattering theory for Maxwell's equations

[17, 19]. This involves equations with complex lower order terms as we study below.

Following the work of Brown and Shen, most of our e�ort will be spent studying

the elliptic Dirichlet problem

8

<

:

Lu+ i�u = 0; in 


D

�

u(Q) = f

�

(Q); j�j � m� 1; Q 2 @


where � 2 R is a parameter. Of course, this boundary value problem arises by

applying the Fourier transform in the time variable. By rescaling (and taking the

complex conjugate if � < 0) we may assume that � = 1. Thus we are led to proving

estimates for the Dirichlet problem for the operator L + i. While this appears to

be a trivial modi�cation of Pipher and Verchota's results, who studied the Dirichlet

problem for the operator L, the additional term i introduces new di�culties which

cannot be treated by Pipher and Verchota's techniques. In particular, since we will

need to rescale to obtain all real values of � , we cannot view the term involving i as just

a lower order perturbation. Our interest in scale-invariant estimates also motivates

5



considering graph domains. These domains provide a simple class of domains which

is invariant under rescaling.

The work reported here is an extension of Wei Hu's thesis [12]. In particular,

the main estimates of this paper and the treatment of regularity problem are taken

directly from Hu's thesis [12]. The extension to the Dirichlet problem is new. The

outline of this paper is as follows. Sections 2-5 study the boundary value problem for

the elliptic equation L+i� . The last section, section 6 gives the additional arguments

needed to obtain results for the parabolic problem.

Finally, throughout this paper, we assume that constants may depend on the

operator through its ellipticity constant, E, bounds for the coe�cients and its order

and that constants may depend on the Lipschitz constant for the function whose

graph de�nes the domain. Also, constants may depend on the parameter � de�ning

the approach region. All other dependencies will be denoted explicitly.

2 Estimates for solutions of (L + i)u = 0.

Throughout this section, we assume that 
 is a Lipschitz graph domain. The operator

L is an operator with constant coe�cients satisfying the symmetry condition (1.1)

and the ellipticity condition (1.2).

We suppose that u is a smooth solution to (L + i)u = 0 and there is a number

� > 0 so that for each multi-index �, there is a constant C

�

so that

jD

�

u(X)j � C

�

e

��jX j

: (2.1)

In Lemma 2.5 we will show that for certain smooth graph domains, the solution of

the Dirichlet problem exists and satis�es these estimates. Our main goal here is to

derive a priori estimates.

An important tool in studying solutions of the equation (L + i)u = 0 is the

fundamental solution

�(X) =

2

4

1

i+

X

a

��

�

�

�

�

3

5

_

6



where the inverse Fourier transform must be understood in the sense of tempered

distributions. We note the following estimates for � which may be proven using

standard arguments (or see the second author's thesis [12]). If 2m�n�j�j < 0, then

for each N � 0,

jD

�

�(X)j �

C

�;N

jXj

j�j+n�2m

(1 + jXj)

N

: (2.2)

If 2m� n� j�j = 0, then for each N � 0,

jD

�

�(X)j �

C

�;N

(1 + jXj)

N

log

 

2 +

1

jXj

!

: (2.3)

If 2m� n� j�j > 0, then for each N � 0,

jD

�

�(X)j �

C

(1 + jXj)

N

: (2.4)

We now sketch a simple argument to show that we can solve the Dirichlet problem

in smooth domains. If this Lemma is of interest, it is because we are working in

unbounded domains. We say 
 is a smooth graph domain if 
 = fX

n

> �(X

0

)g and

kD

�

�k

1

� C

�

; j�j � 1. One can easily see that if we regularize a Lipschitz function

�, the regularizations de�ne a smooth graph domain.

Lemma 2.5 Let 
 be a smooth graph domain. Then for each  2 C

1

0

(R

n

), there

exists a unique u 2 H

m

(
) with

8

<

:

u�  2 H

m

0

(
)

Lu+ iu = 0:

(2.6)

Furthermore, there exists � > 0 so that for each multi-index �, there exists C =

C(�; ) for which we have

jD

�

u(X)j � Ce

��jX j

; X 2 
: (2.7)

Proof We �rst claim that on any bounded domain 
, there exists � > 0 so that the

solution to (2.6) satis�es

Z




e

�jX j

(ju(X)j

2

+ jr

m

u(X)j

2

) dX < C( ): (2.8)
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To see this, observe that for each j = 1; : : : ; n, choice of + or �, and � small, the

operator

(L

��

+ i) = e

��X

j

(L+ i)e

��X

j

induces a coercive bilinear form on H

m

0

(
) . Thus we can apply the Lax-Milgram

theorem to conclude that e

��X

j

(u(X)�  (X)) 2 H

m

0

(
) and we have the estimate

Z




e

�2�X

j

(ju(X)�  (X)j

2

+ jr

m

(u(X) �  (X))j

2

) dX � C

Z




j(L

��

+ i) (X)j

2

dX:

(2.9)

Note that the constant in this estimate depends only on the ellipticity constant and

not on the domain. The estimate (2.8) follows easily from (2.9). Now we can apply

(2.8) on a sequence of bounded domains 


R

= fX

n

> �(X

0

)g \ B

R

(0) and conclude

that the estimate (2.8) holds on a graph domain. (This does not require @
 to be

smooth.)

Finally, the pointwise estimates (2.7) follow from the L

2

-estimates and standard

elliptic regularity theory. This, of course, uses that the boundary is smooth.

Our �rst result is taken from Pipher and Verchota and provides an estimate for

the nontangential maximal function of a solution in terms of its Cauchy data on the

boundary.

Proposition 2.10 Suppose 
 is a Lipschitz graph domain and that u is a solution

of (L+ i)u = 0 in 
, satisfying (2.1) then we have the estimate

2m�1

X

j=0

k(r

j

u)

�

k

L

2

(@
)

� C

2m�1

X

j=0

kr

j

uk

L

2

(@
)

where C depends on E, M and an upper bound for the coe�cients.

For the proof below and throughout this paper, we adopt the convention that

D

j

uD

k

w denotes a sum of the form

P

j�j=j;j�j=k

C

�;�

(X)D

�

uD

�

w. We use this to

keep track of the order of di�erentiation when the exact form of the expression is

unimportant. We continue to use D

�

for spatial derivatives where � is a multi-index,

8



and D

k

n

for derivatives with respect to X

n

. In section 6, when we return to the study

of the parabolic problem, D

k

t

will denote derivatives with respect to time.

Proof We give the estimate for (r

2m�1

u)

�

and leave it to the reader to adapt the

argument to the easier task of estimating the lower order derivatives. We let  and �

be multi-indices of length jj = m� 1 and j�j = m. We begin with the expression

I =

Z




a

��

D

�

D



�(X � Y )D

�

D

�

u(Y ) dY:

In this expression, we �rst integrate by parts to interchange D

�

and D



. If we

alternately move one of the di�erentiations in D

�

to the �rst term and then take one

of the di�erentiations in D



to the second term, we always obtain a boundary term

involving D

2m�1

� and D

2m�1

u. Thus we conclude that

I = (�1)

m�1

Z




L�(X � Y )D

+�

u(Y ) dY

+

Z

@


D

2m�1

�(X �Q)D

2m�1

u(Q) d�(Q);

where of course L� must be interpreted as a distribution. In a similar way, we can

interchange the D

�

and D

�

derivatives and obtain

I = (�1)

m

Z




D

�

D



�(X � Y )Lu(Y ) dY

+

Z

@


D

2m�1

�(X �Q)D

2m�1

u(Q) dQ:

Now we equate these expressions, use that Lu + iu = 0, and that L� + i� = �

X

, the

delta measure, to obtain

D

+�

u(X)� i

Z




u(Y )D

+�

�(X � Y )� (�1)

2m�1

�(X � Y )D

+�

u(Y ) dY

=

Z

@


D

2m�1

�(X �Q)D

2m�1

u(Q)dQ: (2.11)

If we integrate the derivative D

+�

by parts we obtain that the remaining integral in


 is equal to a boundary potential

Z




u(Y )D

+�

�(X � Y )� (�1)

2m�1

�(X � Y )D

+�

u(Y ) dY

=

Z

@


2m�2

X

j=0

D

j

u(Q)D

2m�2�j

�(X �Q) dQ: (2.12)
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Thus, from (2.11) and (2.12) we obtain the representation formula

D

+�

u(X) =

Z

@


2m�2

X

j=0

D

j

u(Q)D

2m�2�j

�(X �Q)

+D

2m�1

�(X �Q)D

2m�1

u(Q) dQ: (2.13)

We have represented u using two types of potentials on the boundary. The �rst is

T

2m�1

f(X) =

Z

@


D

2m�1

�(X �Q)f(Q) dQ

and by the L

2

-boundedness of the Cauchy integral on Lipschitz curves [4], one obtains

k(T

2m�1

f)

�

k

L

2

(@
)

� kfk

L

2

(@
)

: (2.14)

The second type of potential is:

T

j

f(X) =

Z

@


D

j

�(X �Q)f(Q) dQ; 0 � j � 2m� 2: (2.15)

By the estimates for the fundamental solution (2.2), (2.3) and (2.4), it is easy to show

that the potential in (2.15) satis�es

(T

j

f)

�

(P ) � CM(f)(P )

where M is the Hardy-Littlewood maximal function. Hence, we have L

p

-estimates

k(T

j

f)

�

k

L

p

(@


� C

p

kfk

L

p

(@
)

; 1 < p � 1; j = 0; : : : ; 2m� 2: (2.16)

The estimate of our proposition follows if we use the estimates (2.14) and (2.16)

for the potential operators to estimate the nontangential maximal function of the

right-hand side of the representation formula (2.13).

3 Rellich inequalities

In this section, we consider a solution of (L+ i)u = 0 and de�ne integrals of u by

u

�k

(X

0

;X

n

) = �

Z

1

X

n

u

1�k

(X

0

; t) dt; and u

0

= u.

10



Note that if u is a solution satisfying (2.1), then u

�k

also satis�es (2.1).

Our goal is to show that if u is a solution to the Dirichlet problem with data

~

 ,

then we have

2m�1

X

j=0

kr

j

u

�m

k

L

2

(@
)

� Ck

~

 k

WA

2

m�1

(@
)

(3.1)

2m�1

X

j=0

kr

j

u

1�m

k

L

2

(@
)

� Ck

~

 k

WA

2;1

m�1

(@
)

: (3.2)

Our route to these estimates is not direct. Following Pipher and Verchota, we prove

such estimates using an integration by parts argument which is a natural extension

of the Rellich identity. These arguments involve the quadratic form for the operator,

a

��

D

�

uD

�

�u, integrated over the boundary. As is well-known, for higher order elliptic

operators, we do not necessarily have the pointwise bound

a

��

D

�

u(X)D

�

�u(X) � Cjr

m

u(X)j

2

(this always holds ifm = 1). Thus it is nontrivial to obtain estimates forr

m

u in terms

of a

��

D

�

uD

�

�u. The �rst estimate we will use is the boundary Garding inequality of

Pipher and Verchota [22]. Note that this inequality is just a statement about smooth

functions on @
. In the theorem below, u does not need to solve a partial di�erential

equation. In the next theorem and below, N

n

denotes the last component of the unit

outer normal to the boundary @
. A key feature of Lipschitz graph domains is that

there exists a positive number � so that 0 < � < �N

n

(Q) � 1 a.e.

Theorem 3.3 (Pipher and Verchota). Let u be a smooth function satisfying (2.1).

Then we have

Z

@


jr

m

u(Q)j

2

dQ � C

Z

@


a

��

D

�

u(Q)D

�

�u(Q)(�N

n

(Q)) + jr

m�1

D

n

u(Q)j

2

dQ:

This estimate, and a suitable induction scheme, allow us to exchange general

derivatives for D

n

derivatives on the right-hand side of (3.1) and (3.2), provided we

can obtain estimates for

Z

@


a

��

D

�

uD

�

u. We give a Lemma which provides the �rst

11



step in estimating the quadratic form. After this Lemma, we make a few remarks

indicating why the operator L+ i is substantially di�erent from the operator L that

was treated by Pipher and Verchota.

In this Lemma and below, we use D

T

D

j

u for expressions which are sums of terms

of the form a(Q) � rD

�

u where the vector �eld a(Q) satis�es a(Q) �N(Q) = 0 and �

is a multi-index of length j.

Lemma 3.4 Let (L+i)u = 0 in a Lipschitz graph domain and assume that u satis�es

(2.1). If  is a multi-index of length m� 1, then we have

Z

@


a

��

D

�

D



u(Q)D

�

D



�u(Q)(�N

n

(Q)) dQ

=

Z

@


D

m�1

D



D

n

u(Q)D

2m�1

�u(Q) dQ (3.5)

+2(�1)

m

Re

Z




D

2

D

n

u(X)i�u(X) dX

and

Z

@


a

��

D

�

D



u(Q)D

�

D



�u(Q)(�N

n

(Q)) dQ

=

Z

@


D

2m�1

u(Q)D

T

D

m�1

D



�u(Q) dQ (3.6)

+2(�1)

m

Re

Z




iu(X)D

2

D

n

�u(X) dX:

Proof To prove both identities, we begin with the form on the boundary and apply

the divergence theorem to obtain

Z

@


a

��

D

�

D



u(Q)D

�

D



�u(Q)(�N

n

(Q)) dQ

= �2Re

Z




a

��

D

�

D



D

n

u(X)D

�

D



�u(X) dX: (3.7)

We may integrate by parts in two di�erent ways in this integral to obtain the two

identities (3.5) and (3.6). First, we establish (3.5).

If we integrate by parts to exchange the D

�

derivative on u and the D



derivative

on �u (see [22, x3] or the proof of Proposition 2.10), we obtain

Z




a

��

D

�

D



D

n

u(X)D

�

D



�u(X) dX

12



= (�1)

m�1

Z




D

2

D

n

u(X)L�u(X) dX (3.8)

+

Z

@


D

m�1

D



D

n

u(Q)D

2m�1

�u(Q) dQ:

We substitute L�u = i�u , in (3.8) and then (3.5) follows from (3.7) and (3.8).

To establish (3.6), we return to the integral over 
 in (3.7). This time, we integrate

by parts to exchange the D

�

-derivative on �u with the D



D

n

derivative on u. This

gives

Z




a

��

D

�

D



D

n

u(X)D

�

D



�u(X) dX

= (�1)

m

Z




Lu(X)D

2

D

n

�u(X) dX (3.9)

+

Z

@


D

2m�1

u(Q)D

t

D

m�1

D



�u(Q) dQ:

Note that when we interchange derivatives of the same order, we obtain a tangential

derivative in the boundary term (see [22, x3]). When the order of di�erentiation is

one, this is clear since

Z




D

i

FD

j

G�D

j

FD

i

GdX =

Z

@


F (N

i

D

j

G�N

j

D

i

G) dQ

and it is easy to see that N

i

D

j

�N

j

D

i

is a tangential derivative. When the order of

di�erentiation is greater than one, we can use induction to see that we still obtain

one tangential derivative. Thus (3.6) follows if we use the equation Lu = �iu in (3.9)

and substitute the result into (3.7).

The main new contribution of this paper is to provide estimates for the integral

over 
 in the identities (3.5) and (3.6). We remark that if u satis�es (L + 1)u = 0,

then the above argument gives

Z

@


�

a

��

D

�

D



u(Q)D

�

D



�u(Q) + jD



u(Q)j

2

�

(�N

n

(Q)) dQ

=

Z

@


D

2m�1

u(Q)D

m�1

D



D

n

�u(Q) +

m�2

X

j=0

D

j

u(Q)D

m�2�j

D



D

n

�u(Q) dQ:

This leads to a proof of (3.1) and (3.2) for solutions of the equation (L+1)u = 0. This

is not the case for the non self-adjoint operator L+ i. It is interesting to compare this

13



with the work of Verchota and Vogel [24] who study general second order equations

including non-self adjoint equations. They have also found that the study of non-self

adjoint equations is more interesting than the self-adjoint case because there is no

Rellich identity. Instead, we must prove estimates.

Before continuing with the hard work of estimating the integral over 
 in (3.5) and

(3.6), we give some elementary estimates for solutions of (L+ i)u = 0. We begin with

a mean-value inequality. The key feature here is that the constant in this inequality

decays rapidly with respect to the radius R. We will use �

R

E

f to denote the average

jEj

�1

R

E

f .

Lemma 3.10 Suppose (L + i)u = 0 in a ball B

R

(X

0

), then for each multi-index �

and N > 0, there exists a constant C

�;N

so that

jD

�

u(X

0

)j �

C

�;N

R

j�j

(1 +R)

N

�

Z

B

R

(X

0

)

ju(Y )j dY: (3.11)

Proof We �rst give the proof in the case 2m� n < 0 and then we have the estimate

(2.2) for the fundamental solution �(X). We pick a cuto� function �(X) with � = 1

on B

R=2

(X

0

), � is supported in B

R

(X

0

) and � satis�es the natural estimates jD

�

�j �

C

�

R

�j�j

. Using the fundamental solution to represent �u and then di�erentiating

with respect to X gives

D

�

u(X) =

Z

B

R

(X)

D

�

�(X � Y )(L+ i)(�u)(Y ) dY; X 2 B

R=2

(X

0

):

Since (L+ i)u = 0 and D

�

� = 0 in B

R=2

(X

0

), we may integrate by parts to move all

derivatives to � and � and obtain

D

�

u(X) =

Z

B

R

(X

0

)nB

R=2

(X

0

)

2m

X

j=1

D

j

�(Y )D

2m�j+j�j

�(X � Y )u(Y ) dY:

The estimate (3.11) follows using estimates (2.2) for derivatives of �.

The case 2m�n � 0 may be deduced from the case already considered by adding

arti�cial variables Z and viewing u as a solution of (L+�

2m

Z

+ i)u = 0. We omit the

details.

14



Using the mean value inequality (3.11), we obtain two estimates relating the L

2

-

norm of u and its derivatives on 
.

Lemma 3.12 Suppose u is a solution of (L + i)u = 0 in a Lipschitz graph domain


. If lim

X

n

!1

u(X

0

;X

n

) = 0 for each X

0

2 R

n�1

, then

Z




ju(X)j

2

dX � C

Z




jD

n

u(X)j

2

dX:

Proof It is convenient to simplify the geometry by mapping 
 to a half space fX

n

>

0g. We let

v(X

0

; t) = u(X

0

; �(X

0

) + t)

and observe that D

t

v(X

0

; t) = D

n

(X

0

; �(X

0

)+t) and D

t

v still satis�es the mean-value

property

jD

t

v(X

0

; t)j �

C

(1 + t)

N

 

�

Z

B

t=2

(X

0

;t)

jD

s

v(Y; s)j

2

dY

0

ds

!

1=2

for all N � 0. We write

v(X

0

; t) = �

Z

1

t

D

s

v(X

0

; s) ds;

apply Hardy's inequality (see Stein [23], p. 272) and the mean-value inequality to

obtain

Z

1

0

jv(X

0

; t)j

2

dt � C

Z

1

0

(1 + s)

�2N

s

2

�

Z

B

s=2

(X

0

;s)

jD

r

v(Y

0

; r)j

2

dY

0

dr ds:

Now we integrate with respect to X

0

over R

n�1

and apply Fubini's Theorem to the

right-hand side and obtain

Z

R

n�1

Z

1

0

jv(X

0

; t)j

2

dX

0

dt � C

Z

1

0

Z

R

n�1

jD

r

v(Y

0

; r)j

2

r

2

(1 + r)

�2N

dY

0

dr:

Thus we can choose N = 1 and the Lemma follows.
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Our next Lemma gives the opposite estimate, almost.

Lemma 3.13 Suppose u satis�es (L+ i)u = 0. Then for each � > 0 and multi-index

�, there exists a constant C = C

�;�

so that

Z


\f�(X)>�g

jD

�

u(X)j

2

dX � C

�;�

Z




ju(X)j

2

dX:

Proof The proof depends on the additional decay in the mean value property of

Lemma 3.10. Again, we make the change of variables to a half-space and set

v

�

(X

0

; t) = (D

�

u)(X

0

;  (X

0

) + t)

and v(X

0

; t) = u(X

0

;  (X

0

) + t). Then Lemma 3.10 implies that

jv

�

(X

0

; t)j � t

�j�j

 

�

Z

B

t=2

(X

0

;t)

jv(Y

0

; s)j

2

dY

0

ds

!

1=2

:

Squaring this estimate, integrating over R

n�1

� (�;1) and using Fubini's theorem

gives

Z

1

�

Z

R

n�1

jv

�

(X

0

; t)j

2

dX

0

dt � C

�

Z

1

�=2

Z

R

n�1

s

�2j�j

jv(Y

0

; s)j

2

dY

0

ds

� C

�

�

�2j�j

Z

1

�=2

Z

R

n�1

jv(Y

0

; s)j

2

dY

0

ds:

Lemma 3.14 Let u be a solution of (L + i)u = 0 which satis�es (2.1). For each

� > 0, there exists a constant C

�

so that u satis�es the estimate

Z

@


2m�2

X

j=0

jr

j

u(Q)j

2

dQ+

Z




2m�1

X

j=0

jr

j

u(X)j

2

dX

�

Z

@


�(r

2m�1

u)

�

(Q)

2

+ C

�

m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

dQ:

Proof Recall that in a graph domain, the last component of the normal, N

n

, is

bounded away from zero. We begin the proof by estimating the boundary integral on

16



the left-hand side of the estimate of the lemma. The divergence theorem, Cauchy-

Schwarz and Lemma 3.12 give

Z

@


2m�2

X

j=0

jr

j

u(Q)j

2

dQ � C

Z

@


2m�2

X

j=0

jr

j

u(Q)j

2

(�N

n

(Q)) dQ

= 2C

Z




2m�2

X

j=0

r

j

u(X)D

n

r

j

u(X)dX (3.15)

� C

Z




jr

2m�1

u(X)j

2

dX:

To estimate the integral over 
 on left-hand side of the estimate of the lemma, apply

Lemma 3.12 to obtain

Z




2m�1

X

j=0

jr

j

u(X)j

2

dX � C

Z




jr

2m�1

u(X)j

2

dX: (3.16)

Now Lemma 3.13 and Lemma 3.12 give

Z




jr

2m�1

u(X)j

2

dX � �

Z

@


(r

2m�1

u)

�

(Q)

2

dQ+ C

�

Z




ju(X)j

2

dX (3.17)

� �

Z

@


(r

2m�1

u)

�

(Q)

2

dQ+ C

�

Z




jD

m�1

n

u(X)j

2

dX:

We turn our attention to the last term in the above estimate, (3.17). We observe

that

Z




jD

m�1

n

u(X)j

2

dX �

�

�

�

�

Z




ijD

m�1

n

u(X)j

2

+ a

��

D

�

D

m�1

n

u(X)D

�

D

m�1

n

�u(X) dX

�

�

�

�

:

This holds since the second term inside the absolute value sign is real. Integrating by

parts gives that

Z




ijD

m�1

n

u(X)j

2

+ a

��

D

�

D

m�1

n

u(X)D

�

D

m�1

n

�u(X) dX

= (�1)

m�1

Z




D

2m�2

n

�u(X)(iu(X) + Lu(X)) dX

+

Z

@


m�2

X

j=0

D

m�1+j

n

u(Q)D

m�2�j

u(Q) +D

m�1

D

m�1

n

u(Q)D

2m�1

u(Q) dQ:

Since (L + i)u = 0, we have the estimate

Z




jD

m�1

n

u(X)j

2

dX

� C

0

@

Z

@


m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

dQ

1

A

1=2

0

@

Z

@


2m�1

X

j=0

jr

j

u(Q)j

2

dQ

1

A

1=2

: (3.18)
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Now using (3.15), (3.17) and (3.18) we obtain

Z

@


2m�2

X

j=0

jr

j

u(Q)j

2

dQ �

Z

@


C�(r

2m�1

u)

�

(Q)

2

+C

�

=�

m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

dQ+ �

2m�1

X

j=0

jr

j

u(Q)j

2

dQ

where we have applied Young's inequality to obtain the last two terms. In the last

term, we move the summands r

j

u; j = 0; : : : ; 2m � 2 to the left. The last term,

with j = 2m� 1, we bound above by the nontangential maximal function. This gives

the estimate for the boundary term in the Lemma.

To estimate the term in the interior, we use (3.16), (3.17) and (3.18) and then the

estimate for the boundary term.

4 Estimates for the regularity problem

In this section, we derive the main estimate, (3.2), for the regularity problem. Our

goal is to establish the existence of solutions to the regularity problem

8

>

>

>

<

>

>

>

:

(L+ i)u = 0; in 


D

�

u =  

�

; j�j � m� 1

(r

m

u)

�

2 L

2

(@
):

Here,

~

 lies in the space of Whitney arrays,WA

2;1

m�1

(@
) de�ned by taking the closure

of the arrays generated by C

1

0

(R

n

) functions,

~

 = ( 

�

: j�j � m� 1) in the norm

X

j�j�m�1

k 

�

k

2

L

2;1

(@
)

:

The non-tangential maximal function for the elliptic problem is de�ned for functions

v on 
 by

v

�

(P ) = sup

X2�

�

(P )

jv(X)j:

The approach region is de�ned by �

�

(P ) = fX 2 
 : jX � P j < (1 + �)�(X)g. The

parameter � is assumed to be large as in the parabolic case.

18



We begin with the following Lemma. Iterating the estimate of this Lemma gives

the estimate (3.2).

Lemma 4.1 Suppose u is a solution of (L + i)u = 0 in a Lipschitz graph domain

and that u satis�es (2.1). Let  be a multi-index with jj = m � 1. There exists a

constant C and for each � > 0, a constant C

�

so that

Z

@


jr

m

D



u(Q)j

2

dQ �

Z

@


Cjr

m�1

D



D

n

u(Q)j

2

+C

�

m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ:

Proof We begin with the boundary Garding inequality of Pipher and Verchota, The-

orem 3.3, which gives

Z

@


jr

m

D



u(Q)j

2

dQ (4.2)

� C

Z

@


jr

m�1

D

n

D



u(Q)j

2

+ a

��

D

�+

u(Q)D

�+

�u(Q)(�N

n

(Q)) dQ:

Next, we use the identity (3.5) of Lemma 3.4 to obtain

�

�

�

�

Z

@


a

��

D

�+

u(Q)D

�+

�u(Q)(�N

n

(Q)) dQ

�

�

�

�

�

Z

@


jD

2m�1

u(Q)D

m�1

D



D

n

�u(Q)j dQ (4.3)

+

Z




jD

2

D

n

u(X)�u(X)j dX:

Then, the Cauchy-Schwarz inequality and the estimate of Lemma 3.14, give

Z




ju(X)D

2

D

n

�u(X)j dX �

Z

@


C

�

m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ: (4.4)

The Lemma follows from (4.2), (4.3) and (4.4).

We can now give a preliminary version of (3.2).

Lemma 4.5 Let u be as in Lemma 4.1, then

Z

@


2m�1

X

j=0

jr

j

u(Q)j

2

dQ �

Z

@


C

�

m

X

j=0

jr

j

D

m�1

n

u(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ:
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Proof Lemma 3.14, gives the estimate

Z

@


2m�2

X

j=0

jr

j

u(Q)j

2

dQ �

Z

@


C

�

m�1

X

j=0

jr

j

D

m�1

n

(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ: (4.6)

Thus we only need to estimate

Z

@


jr

2m�1

u(Q)j

2

dQ. Applying Lemma 4.1 m � 1

times (�rst to D



u, jj = m� 1, then to D



0

D

n

u; j

0

j = m� 2 and so on) gives that

for every � > 0

Z

@


jr

2m�1

u(Q)j

2

dQ �

Z

@


C

�

m

X

j=0

jr

j

D

m�1

n

u(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ:

Combining the resulting estimate with (4.6) gives the desired conclusion.

Our �nal step is to observe that we may replace r

m

D

m�1

n

u by r

T

r

m�1

D

m�1

n

u on

the right-hand side of the inequality in Lemma 4.5. The expression r

T

r

j

u is de�ned

as (

P

j�j=j

jr

T

D

�

j

2

)

1=2

. This argument is taken directly from Pipher and Verchota

[22]. We repeat the details for the convenience of the reader. Let v be a smooth

function de�ned near @
 which satis�es (2.1) and let  be a multi-index of length m.

By the ellipticity assumption (1.2), we have

EjD



u(Q)j

2

� a

��

N

�

(Q)N

�

(Q)jD



u(Q)j

2

:

Now we write � = �

0

+ e

i

, and  = 

0

+ e

j

. Note that N

i

D

j

u�N

j

D

i

u is a tangential

derivative, thus we have

a

��

N

�

N

�

jD



uj

2

� a

��

N

�

0

N

�

N

j

D

X

i

D



0

uD



�u+ jr

T

r

m�1

uj jr

m

uj:

Repeating this argument a total of 2m times, we obtain that

EjD



uj

2

� a

��

D

�

uD

�

�uN

2

+ Cjr

T

r

m�1

uj jr

m

uj:

Now we multiply by the binomial coe�cient, m!=!, sum over all ; jj = m to

obtain

Ejr

m

uj

2

� a

��

D

�

uD

�

�ujN j

2m

+ Cjr

T

r

m�1

ujjr

m

uj (4.7)
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We multiply this pointwise estimate by �N

n

, integrate over @
 and then apply

Young's inequality with �'s to obtain

Z

@


jr

m

u(Q)j

2

(�N

n

(Q)) dQ

� C

Z

@


jr

T

r

m�1

u(Q)j

2

+ a

��

D

�

u(Q)D

�

�u(Q)(�N

n

(Q)) dQ: (4.8)

We are now ready to give

Proposition 4.9 Suppose (L + i)u = 0 and that u satis�es (2.1). For each � > 0,

there is a constant C

�

so that

Z

@


2m�1

X

j=0

jr

j

u(Q)j

2

dQ �

Z

@


C

�

(jr

T

r

m�1

D

m�1

n

u(Q)j

2

+

m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

) + �(r

2m�1

u)

�

(Q)

2

dQ:

Proof We begin with the conclusion of Lemma 4.5. We need to estimate the term

Z

@


jr

m

D

m�1

n

u(Q)j

2

dQ

which appears in the conclusion of Lemma 4.5. First, we apply the observation (4.8)

with u replaced D

m�1

n

u and then the identity (3.6) of Lemma 3.4 to bound the form

for L to give

Z

@


jr

m

D

m�1

n

uj

2

dQ �

Z

@


C

�

jr

T

r

m�1

D

m�1

n

u(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ

+

Z




ju(X)D

2m�1

n

u(X)j dX: (4.10)

The integral over 
 can be estimated by Young's inequality and Lemma 3.14 to give

Z




ju(X)D

2m�1

n

u(X)j dX �

Z

@


C

�

m�1

X

j=0

jr

j

D

m�1

n

u(Q)j

2

+ �(r

2m�1

u)

�

(Q)

2

dQ:

Using this estimate in (4.10) and then Lemma 4.5 gives the Proposition.
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Combining the estimates of Proposition 4.9 and Proposition 2.10 gives:

Theorem 4.11 Suppose  2 C

1

0

(R

n

), and that 
 is a smooth graph domain. Then

there is a smooth solution to (L+ i)u = 0 which satis�es

2m�1

X

j=0

k(r

j

u

1�m

)

�

k

L

2

(@
)

� C

m�1

X

j=0

kr

j

 k

L

2

(@
)

+ Ckr

T

r

m�1

 k

L

2

(@
)

and D

�

u(Q) = D

�

 (Q); j�j � m� 1; Q 2 @
.

Proof According to Lemma 2.5 there is a smooth solution u to (L + i)u = 0 which

satis�es (2.1) and D

�

u = D

�

 ; j�j � m� 1. If we set

u

�1

(X) = �

Z

1

X

n

u(X

0

; t) dt

and then u

�j�1

= (u

�j

)

�1

; j � 1, we see that u

�j

still satis�es (2.1). Thus, we may

apply the estimate of Proposition 4.9 and then Proposition 2.10 to obtain that

Z

@


2m�1

X

j=0

j(r

j

u

1�m

)

�

(Q)j

2

dQ �

Z

@


C

�

jr

T

r

m�1

 (Q)j

2

+ C

�

m�1

X

j=0

jr

j

 (Q)j

2

+�(r

2m�1

u)

�

(Q)

2

dQ:

Thus, if we choose � small, we obtain the estimate of this theorem.

Corollary 4.12 If

~

 2 WA

2;1

m�1

(@
) and 
 is a Lipschitz graph domain, then there

is a solution to (L + i)u = 0, D

�

u =  

�

on @
, j�j � m� 1 which satis�es

2m�1

X

j=0

k(r

j

u

1�m

)

�

k

L

2

(@
)

� C

0

@

m�1

X

j=0

kr

j

 k

L

2

(@
)

+ kr

T

r

m�1

 k

L

2

(@
)

1

A

:

The existence is proven via a limiting argument. The uniqueness is obtained via

energy estimates. Note that the estimate (r

m

u)

�

2 L

2

(@
) implies juj and jr

m

uj are

in L

2

(
) via Lemma 3.10. We refer to Pipher and Verchota [22] or section 6 of this

paper for similar arguments. The uniqueness is done in some detail for the parabolic

problem in section 6 (or see [12]).

22



5 The L

2

-Dirichlet problem

Our next goal is to establish the estimate (3.1) which is needed to solve the Dirichlet

problem. Our argument has two steps. The �rst step is to consider solutions of

(L + i)u = 0 which satisfy D

�

u = 0; j�j � m � 2. For such solutions, we may use

an argument of Necas [20] to obtain the bound

Z




ju(X)j

2

dX �

Z

@


jr

m�1

u(Q)j

2

dQ:

Necas's arguments for fourth order equations are also used in [3]. As we saw in section

3, such estimates are essential to extending Pipher and Verchota's argument to the

equation (L+i)u = 0. The second step is to show that it su�ces to consider solutions

with special data. This is carried out using our solution of the regularity problem.

The estimate for u on 
 is obtained by duality. Thus we consider solutions of the

problem

8

<

:

(L+ i)u = f

u 2 H

m

0

(
):

We say u is a weak solution of this problem if u 2 H

m

0

(
) and

Z




a

��

D

�

uD

�

 + iu dX =

Z




f dX

for each  2 C

1

0

(R

n

).

It is classical that such weak solutions exist, this was used in Lemma 2.5. Our

interest here is the following estimate at the boundary.

Proposition 5.1 Suppose that 
 is a smooth graph domain, that f 2 C

1

0

(
) and

u 2 H

m

0

(
) is a weak solution of (L+ i)u = f . Then u satis�es

Z

@


jr

m

u(Q)j

2

dQ � C

Z




jf(X)j

2

dX:

Proof We may use the argument from Lemma 2.5 to see that u and all its derivatives

decay exponentially as jXj ! 1 and that u is smooth up to the boundary.
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We use (4.7) which states

Ejr

m

u(Q)j

2

� C jr

m

u(Q)j jr

T

r

m�1

u(Q)j+ a

��

D

�

u(Q)D

�

�u(Q): (5.2)

But since u 2 H

m

0

(
), r

T

r

m�1

u = 0 on @
. We multiply the estimate (5.2) by �N

n

,

integrate over @
 and apply the divergence theorem to obtain

E

Z

@


jr

m

u(Q)j

2

(�N

n

(Q)) dQ �

Z

@


a

��

D

�

u(Q)D

�

�u(Q)(�N

n

(Q)) dQ

= �2Re

�

Z




a

��

D

�

D

n

u(X)D

�

�u(X) dX

�

:

In the integral over 
, we may integrate by parts to interchange D

�

and D

n

. When

we do this all boundary terms vanish since u 2 H

m

0

(
) and D

�

u satis�es the estimates

(2.1). Thus we obtain

Z




a

��

D

�

D

n

u(X)D

�

�u(X) dX =

Z




(iu(X)� f(X))D

n

�u(X) dX:

Combining the last two inequalities, we obtain

Z

@


jr

m

u(Q)j

2

dQ � C

Z




ju(X)j

2

+ jru(X)j

2

+ jf(X)j

2

dX:

Finally, we may use the energy estimate for u and interpolation inequalities to bound

Z




ju(X)j

2

+ jru(X)j

2

dX � C

Z




jf(X)j

2

dX:

This implies the Proposition.

Next, we obtain a dual estimate for solutions of (L+ i)u = 0.

Lemma 5.3 Let 
 be a smooth graph domain and suppose u satis�es (L + i)u = 0,

(r

m�1

u)

�

2 L

2

(
) and D

�

u = 0 a.e. on @
; j�j � m� 2. Then

Z




ju(X)j

2

dX � C

Z

@


jr

m�1

u(Q)j

2

dQ:
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Proof We choose f 2 C

1

0

(R

n

) and let v be the solution of (L+ i)v = f; v 2 H

m

0

(
)

from Proposition 5.1. We let u

h

(X) = u(X + he

n

); h > 0. If we write f = (L + i)v

in the integral below and then integrate by parts, we obtain

Z




u

h

(X)f(X) dX =

Z




v(X)(L+ i)u

h

(X) dX +

2m�1

X

j=0

Z

@


D

j

u

h

(Q)D

2m�1�j

v(Q) dQ:

We have D

2m�1�j

v = 0, for j = m; : : : ; 2m�1 since v 2 H

m

0

(
) (and v 2 C

1

(

�


)). Of

course, (L+ i)u

h

= 0 and if we let h! 0

+

then kr

j

u

h

k

L

2

(@
)

! 0; j = 0; : : : ;m�2.

This follows since we assume that D

�

u = 0 for j�j � m � 2 and (r

m�1

u)

�

2 L

2

.

Using these observations and then Proposition 5.1 gives

�

�

�

�

Z




u(X)f(X)dX

�

�

�

�

� Ckfk

L

2

(
)

kr

m�1

uk

L

2

(@
)

:

Taking the sup over all f in C

1

0

(
), say, implies the Lemma.

We now consider general smooth Dirichlet data. Thus let 
 be a smooth graph

domain, let  2 C

1

0

(R

n

), let

~

 be the array generated by  and let u be the solution

of the Dirichlet problem with data

~

 from Lemma 2.5. We claim that we can �nd

an array

~

 in WA

2;1

m�1

(@
) so that D

�

 =

~

 

�+e

n

; j�j � m � 2. To see this, let

(D

�

 : j�j � m� 1) be the array generated by  . According to Corollary 4.12, we

may solve the regularity problem for �

m�1

+ i (here � is the Laplacian):

8

<

:

(�

m�1

+ i)v = 0; in 


D

�

v = D

�

 ; j�j � m� 2:

If we consider v

�1

, then the estimates of Corollary 4.12 for the regularity problem

give

X

j�j�m�1

kD

�

v

�1

k

2

L

2

(@
)

� Ck

~

 k

WA

2;1

m�2

(@
)

� Ck

~

 k

WA

2

m�1

(@
)

: (5.4)

Thus we let

~

 2 WA

2;1

m�1

(
) be the array fD

�

v

�1

g

j�j�m�1

. Note that v and hence v

�1

decay exponentially as jXj ! 1, (see (2.1)). Thus, we can show that the array

~

 is

the limit in WA

2;1

m�1

(@
) of arrays generated by �

R

(X)v

�1

(X + he

n

) for appropriate

pairs (h;R). Here �

R

(X) = �(X=R) and �(X) 2 C

1

0

(R

n

) is a function which is one
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on B

1

(0) and supported in B

2

(0). Now let ~v be the solution of the regularity problem

for L + i with data

~

 = (

~

 

�

: j�j � m� 1). Then we have

D

�

D

n

~v = D

�

 ; j�j � m� 2

and thus

w = u�D

n

~v

is a solution of the Dirichlet problem with special Dirichlet data. Furthermore, by

the triangle inequality, Corollary 4.12 and (5.4)

kr

m�1

wk

L

2

(@
)

� C(kr

m�1

uk

L

2

(@
)

+ kr

m�1

D

n

~vk

L

2

(@
)

) � Ck k

WA

2

m�1

(@
)

: (5.5)

Now according to Lemma 5.3 and (5.5)

Z




jw(X)j

2

dX � C

Z

@


jr

m�1

w(Q)j

2

dQ � Ck k

WA

2

m�1

(@
)

: (5.6)

Also, an argument with the mean-value inequality of Lemma 3.10 gives

Z




jD

n

~v(X)j

2

dX � C

Z

@


(r

m

~v)

�

(Q)

2

dQ

� Ck

~

 k

2

WA

2;1

m�1

(@
)

� Ck k

2

WA

2

m�1

(@
)

: (5.7)

Since u = D

n

~v + w, we conclude from (5.7) and (5.6) that

Z




ju(X)j

2

dX � Ck k

2

WA

2

m�1

(@
)

:

We have proven the following.

Theorem 5.8 Let 
 be a smooth graph domain, let  2 C

1

0

(R

n

) and let u solve the

Dirichlet problem in 
 with data (D

�

 : j�j � m� 1). Then

Z




ju(X)j

2

dX � Ck k

2

WA

2

m�1

(@
)

:

Now we continue with the main arguments in the proof of (3.1).
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Theorem 5.9 Suppose (L + i)u = 0, and for some  2 C

1

0

(R

n

) D

�

u = D

�

 , on

@
, j�j � m� 1;  2 C

1

0

(R

n

). Then we have

2m�1

X

j=0

Z

@


jr

j

u

�m

(Q)j

2

dQ �

m�1

X

j=0

Z

@


jr

j

D

m

n

u

�m

(Q)j

2

dQ:

Proof We begin by repeating the conclusion of Corollary 4.12 which implies that

2m�1

X

j=0

Z

@


jr

j

u

�m

(X)j

2

dX � C

m

X

j=0

Z

@


jr

j

D

m�1

n

u

�m

(X)j

2

dX: (5.10)

We need to introduce one additional D

n

derivative on the right of this inequality.

Towards this end, let v = u

�m

and apply the boundary Garding inequality of Pipher

and Verchota (see Theorem 3.3) to D

m�1

n

v to obtain

Z

@


jr

m

D

m�1

n

v(Q)j

2

dQ �

Z

@


a

��

D

�

D

m�1

n

v(Q)D

�

D

m�1

n

�v(Q)(�N

n

(Q))

+jr

m�1

D

m

n

v(Q)j

2

dQ: (5.11)

The second term in the integral is what we want, thus we must estimate the form for

L on the boundary. We begin with the identity (3.5) with D



u replaced by D

m�1

n

v.

If we integrate by parts in the integral over 
, we obtain

Z

@


a

��

D

�

D

m�1

n

v(Q)D

�

D

m�1

n

�v(Q)(�N

n

(Q)) dQ

=

Z

@


D

m�1

D

m

n

v(Q)D

2m�1

�v(Q) +

m�2

X

j=0

D

m+j

n

v(Q)D

m�2�j

n

�v(Q) dQ (5.12)

�2Re

Z




D

m

n

v(X)iD

m�1

n

�v(X) dX:

Now, we consider the integral over 
 in the last term and use Cauchy-Schwarz, Lemma

3.12 and then Theorem 5.8 to obtain

�

�

�

�

Z




D

m�1

n

v(X)D

m

n

�v(X) dX

�

�

�

�

� C

Z




jD

m

n

v(X)j

2

dX

� C

X

j�j�m�1

Z

@


jD

�

D

m

n

v(Q)j

2

dQ: (5.13)

Now the estimates (5.11), (5.12), and (5.13) give

Z

@


jr

m

D

m�1

n

v(Q)j

2

dQ � C

Z

@


jr

m�1

D

m

n

v(Q)jjD

2m�1

v(Q)j

+

m�2

X

j=0

jD

m+j

v(Q)jjD

m�2�j

v(Q)j dQ: (5.14)
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Now we give the argument needed to bound the terms with j = 0; : : : ;m� 1 on

the right-hand side of (5.10). Fix , a multi-index with jj � m � 1. Using Lemma

3.12, Lemma 3.13 and Theorem 5.8 we obtain that for every � > 0, there is a constant

C

�

> 0 so that

Z

@


jD



D

m�1

n

v(Q)j

2

(�N

n

(Q)) dQ = �2Re

Z




D



D

m

n

v(X)D



D

m�1

n

�v(X) dX

� C

Z




jD



D

m

n

u(X)j

2

dX

�

Z

@


�(r

jj+m

v)

�

(Q)

2

+ C

�

m�1

X

j=0

jr

j

D

m

n

v(Q)

2

dQ:

We sum this inequality on jj � m � 1, use the result and (5.14) to estimate the

right-hand side of (5.10). If we choose � small, we obtain the theorem. Note that our

estimates for solutions with nice data, (2.7), imply that the non-tangential maximal

function lies in L

2

.

We are now ready to prove our main result for the Dirichlet problem.

Theorem 5.15 Let

~

 2 WA

2

m�1

(@
), then there exists a solution to

8

<

:

(L+ i)u = 0; in 


D

�

u(Q) =  

�

(Q); j�j � m� 1; Q 2 @
:

(5.16)

This solution satis�es the estimate

2m�1

X

j=0

k(r

j

u)

�

k

L

2

(@
)

� Ck

~

 k

WA

2

m�1

(@
)

: (5.17)

Furthermore, there is only one solution to the Dirichlet problem (5.16) which also

satis�es (r

m�1

u)

�

2 L

2

(@
)

The existence follows from the existence of smooth solutions satisfying the esti-

mate (5.17) as established in Theorem 5.9. Note that the solutions from Theorem 5.9

satisfy the estimate (5.17) for the non-tangential maximal function thanks to Propo-

sition 2.10. The uniqueness assertion may be proven by imitating the arguments from

Pipher and Verchota [22] or see the corresponding argument for parabolic equations

in x6. Given the uniqueness result and the estimate (5.17), a limiting argument leads

to the existence of solutions for general data. See [22, x9] or section 6 of this paper.
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6 The initial-Dirichlet problem for parabolic equa-

tions

Now that we have established our estimates for solutions of the Dirichlet problem for

elliptic equations, we turn to the study of parabolic equations. As an intermediate

step, we state scaled versions of our estimates for the elliptic problem.

Theorem 6.1 Let � 6= 0; � 2 R.

a) If

~

 2 WA

2

m�1

(@
), then there exists a solution to (L+ i� )u = 0; D

�

u =  

�

and it satis�es the estimate

2m�1

X

j=0

Z

@


j� j

(2m�1�j)=m

(r

j

u

�m

)

�

(Q)

2

dQ � C

Z

@


X

j�j�m�1

j� j

(m�1�j�j)=m

j 

�

(Q)j

2

dQ:

b) If

~

 2 WA

2;1

m�1

(@
), we may solve the regularity problem (L + i� )u = 0,

D

�

u =  

�

; j�j � m� 1, and we have the estimate

2m�1

X

j=0

Z

@


j� j

(2m�1�j)=m

(r

j

u

1�m

)

�

(Q)

2

dQ

� C

X

j�j�m�1

Z

@


j 

�

(Q)j

2

j� j

(m�j�j)=m

dQ+ C

Z

@


X

j�j=m�1

jr

T

 

�

(Q)j

2

dQ:

Next, we sketch the details needed to go from the scaled estimates of Theorem

6.1 to the existence of solutions to the initial-Dirichlet problem

8

>

>

>

<

>

>

>

:

D

t

u+ Lu = 0; in 
 � (0;1)

u(X; 0) = 0; X 2 


D

�

u(Q; t) =  

�

(Q; t); j�j � m� 1; (Q; t) 2 @
� (0;1):

(6.2)

Here, ( 

�

: j�j � m� 1) lies in the space WA

2;1

m�1

(@
� (0;1)) which was de�ned in

the introduction. To complete the de�nition, we de�ne the fractional time derivative

� by

d

�f (� ) = (i� )

1=2m

^

f (� )

where the root is de�ned for Rez � 0 by (e

i�

r)

1=2m

= r

1=2m

e

i�=2m

, and ��=2 � � �

�=2. Note that this operation is given by

�f(t) = c

m

D

t

Z

t

0

f(s)(t� s)

�1

2m

ds

29



where c

m

=

sin(

�

2m

)

�

and we have �

2m

= D

t

.

Our strategy for studying the parabolic boundary value problems is as follows: We

begin with a nice solution which is obtained by energy estimates. Since, we assume

that u has zero initial data, we may extend u to 
�R by assigning u the value zero

for t < 0. The resulting function is a smooth solution of D

t

u + Lu = 0 in 
 � R.

We apply the Fourier transform in the time variable and then use the estimates of

Theorem 6.1. Thanks to Plancherel's theorem, this immediately gives estimates for u.

Using these estimates and a representation formula as in Proposition 2.10 we obtain

estimates for the non-tangential maximal function.

We begin by observing that if the array

~

 is generated by a C

1

0

(R

n

� (0;1))

function, then there exists a solution u to (6.2) which satis�es

Z

1

0

Z




jr

m

u(X; t)j

2

dXdt + sup

t

Z




u(X; t)

2

dX <1 (6.3)

(see [10]). Furthermore, if 
 is smooth, then u extends smoothly up to the boundary.

Next, we observe that the system D

t

+ L has a nice fundamental solution. See,

for example, [10], where it is shown that there exists a fundamental solution �(X; t)

whose derivatives satisfy

jD

k

t

D

�

x

�(X; t)j �

C

t

n=2m+j�j=2m+k

exp

0

@

�

1

C

 

jXj

2m

t

!

1

2m�1

1

A

: (6.4)

In this estimate, C is a constant depending on �; k;E;m; n and an upper bound for

the coe�cients. Using this fundamental solution, we can prove interior estimates for

solutions in a manner similar to Lemma 3.10. This argument shows that ifD

t

u+Lu =

0 in J

r

(X; t) = B

r

(X) � (t� r

2m

; t], then for any multi-index � and k = 0; 1; 2; : : :

jD

k

t

D

�

x

u(X; t)j � Cr

�n�2m(k+1)�j�j

Z Z

J

r

(X;t)

ju(Y; s)j dY ds (6.5)

where C does not depend on r. These estimates imply that if u is a solution satisfying

the energy estimate (6.3), then for each X 2 
, multi-index �, and k = 1; 2 : : :,
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D

�

D

k

t

u(X; �) 2 L

2

(R) and if j�j � m, then D

�

u(X; �) 2 L

2

(R). Thus we may de�ne

the partial Fourier transform in the time variable and for � 6= 0, we have

û(X; � ) = (i� )

�1

d

D

t

u(X; � ):

Also, Plancherel's theorem and (6.3) give that for a.e. � , we have

Z




jD

�

û(X; � )j

2

dX <1; j�j = m:

From this estimate and a rescaled version of Lemma 3.12, it follows that

Z




jû(X; � )j

2

j� j dX � C

Z




jr

m

û(X; � )j

2

dX:

Thus, û(X; � ) is a weak solution of the Dirichlet problem with data

^

 (X; � ). If � 6= 0,

we have proved that weak solutions are unique and hence û satis�es the estimates of

Theorem 6.1 part a). Applying the inverse Fourier transform gives

Z

1

0

Z

@


X

j�j+j=2m�1

j�

j

D

�

u

1�m

(Q; s)j

2

dQds

�

Z

1

0

Z

@


X

j�j+j=m;j�j�m�1

j�

j

D

�

 (Q; s)j

2

+

X

j�j=m

jr

T

D

�

 (Q; s)j

2

dQds: (6.6)

Similarly, applying the estimates of part b), gives

Z

1

0

Z

@


X

j�j+j=2m�1

j�

j

D

�

u

�m

(Q; s)j

2

dQds

�

Z

1

0

Z

@


X

j�j+j=m�1

j�

j

D

�

 (Q; s)j

2

dQds: (6.7)

Next, we observe that we have the following representation formula.

Proposition 6.8 Let 
 be a smooth domain and let u(X; t) solve

8

>

>

>

<

>

>

>

:

D

t

u+ Lu = 0; in 
� (0;1)

u(X; 0) = 0; X 2 


u 2 C

1

(

�


� [0;1))
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and for each T <1, assume that

Z

T

0

Z




jr

m

u(X; t)j

2

dX dt <1: (6.9)

Let v = u

�j

for j � 0 and let jj = m� 1; j�j = m, then

D

+�

v(X; t) =

Z

t

0

Z

@


D

2m�1

v(Q; s)D

2m�1

�(X �Q; t� s)

+

2m�2

X

j=0

D

j

v(Q; s)D

2m�2�j

D

s

�(X �Q; t� s) dQds:

Proof We begin by observing that if u satis�es (6.9) then, for each � > 0, u satis�es

ju(X; t)j � C(t; u;N; �)�(X)

�N

; �(X) > �:

To see this, observe that the interior estimates (6.5) and the bound (6.9) imply that

for k � 1,

jD

k

t

D

�

u(X; t)j = jD

k�1

t

LD

�

u(X; t)j

� Cr

�2km�j�j�n=2

 

Z

t

t�r

2m

Z

B

r

(X)

jr

m

u(Y; s)j

2

dY ds

!

1=2

:

We choose r = �(X)=2 in this bound and conclude that

jD

k

t

D

�

u(X; t)j � C(u)�(X)

�2km�j�j�n=2

:

Now if we integrate in time, we have

jD

�

u(X; t)j � C(u)t

k

�(X)

�2km�j�j�n=2

:

This inequality implies that we can form the integral u

�j

for all j and that D

�

u

�j

decays rapidly in the X

n

-direction, uniformly for t in a �nite interval [0; T ]. In

addition, since  and @
 are smooth we have that derivatives of u

�j

are bounded

near the boundary:

sup

0 < t < T

jD

k

t

D

�

u

�j

(X; t)j < C(�; k; u; j):
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Using these estimates and the estimates for the fundamental solution � (see [10] or

(6.4)) we may imitate integration by parts arguments in Proposition 2.10 and obtain

that for multi-indices jj = m� 1 and j�j = m, we have

D

+�

u

�j

(X; t) =

Z

t

0

Z

@


D

2m�1

�(X �Q; t� s)D

2m�1

u

�j

(Q; s)

+

2m�2

X

k=0

D

k

u

�j

(Q; s)D

2m�2�k

D

s

�(X �Q; t� s) dQds:

Now we quote several results on parabolic maximal functions of the potentials

appearing on the representation formula of Proposition 6.8.

Theorem 6.10 Suppose 
 is a Lipschitz graph domain, f is a function in L

p

(S

1

),

1 < p <1, j�j = 2m� 1 and consider the potential

T

0

f(X; t) =

Z

t

0

Z

@


f(Q; s)D

�

�(X �Q; t� s) dQds:

This operator satis�es

kT

0

(f)

�

k

L

p

(S

1

)

� Ckfk

L

p

(S

1

)

. For k = 1; : : : 2m � 2, f satisfying �

k

f 2 L

p

(S

1

) and � a multi-index with j�j =

2m� 2� k, we consider the potential

T

k

f(X; t) =

Z

t

0

Z

@


f(Q; s)D

s

D

�

�(X �Q; t� s) dQds:

This potential satis�es

kT

k

(f)

�

k

L

p

(S

1

)

� Ck�

k

fk

L

p

(S

1

)

:

The potentials de�ned above have parabolic limits almost everywhere on the boundary.

The proof of this theorem for T

0

depends eventually on the results of Coifman,

McIntosh and Meyer [4]. Techniques needed to study parabolic potentials are given

in the paper of Fabes and Rivi�ere [8]. The result for the potentials T

k

is somewhat
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easier. A proof for the heat equation appears in an appendix to the thesis of Brown

[1]. A closely related result for the heat equation in noncylindrical domains, is given

by Hofmann and Lewis [11, Lemma 2.14]. In the cylindrical case, the basic L

2

-

boundedness result follows easily if we take a partial Fourier transform in time. The

estimates in L

2

and for the nontangential maximal function are obtained by modifying

the standard arguments.

We can now give the existence of solutions with nice data.

Proposition 6.11 Let

~

 be an array generated by  2 C

1

0

(R

n

� (0;1)) and let


 be a Lipschitz graph domain. Then there exists a solution of the initial-Dirichlet

problem which satis�es the estimate for the regularity problem:

k(r

m

u)

�

k

L

2

(S

1

)

+

X

j�j+j=2m�1

k�

j

D

�

u

1�m

k

L

2

(S

1

)

� Ck k

WA

2;1

m�1

(S

1

)

:

Furthermore, u satis�es the estimate for the L

2

-Dirichlet problem

k(r

m�1

u)

�

k

L

2

(S

1

)

+

X

j�j+j=2m�1

k�

j

D

�

u

�m

k

L

2

(S

1

)

� Ck k

WA

2

m�1

(S

1

)

:

Proof On smooth domains, this is an immediate consequence of the estimates (6.6)

and (6.7), the representation formula in Proposition 6.8 and the estimates of Theorem

6.10. If 
 = f(X

0

;X

n

) : X

n

> �(X

0

)g is a Lipschitz graph domain, we consider a

sequence of smooth domains 


k

. Here, 


k

= f(X

0

;X

n

) : X

n

> �

k

(X

0

)g, and we

assume that �

k

! �, uniformly and that kr�

k

k

1

is uniformly bounded. If we let u

k

be the solution of the initial-Dirichlet problem in 


k

with data

~

 

k

= (D

�

 j

@


k

: j�j �

m� 1) then according to (6.7), the quantity

X

j�j+j=2m+1

k�

j+1

D

�

(u

k

)

�m

k

L

2

(S

k;1

)

is bounded independently of k. If we let �

k

: @
 ! @


k

be the map given by

�

k

(X

0

; �(X

0

)) = (X

0

; �

k

(X

0

)); then we can �nd a subsequence u

k

for which we have

weak convergence

(D

�

�

j

(u

k

)

�m

) � �

k

! f

�;j

:
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Using the representation formula of Proposition 6.8 for u

k

= D

m

n

(u

k

)

�m

and this

weak convergence, we have that u

k

converges locally uniformly to a function u which

satis�es the equationD

t

u+Lu = 0 in 
 and satis�es the estimates (6.6) and (6.7). The

derivatives D

�

u, j�j = m have parabolic limits a.e. on the boundary. Furthermore,

because k(r

m

u

k

)

�

k

L

2

(S

k;1

)

is bounded independently of k, it is easy to see that D

�

u =

D

�

 ; j�j � m� 1.

Now a limiting argument, similar to the proof of Proposition 6.11, gives existence

of solutions to the regularity problem for general data

~

 2 WA

2;1

m�1

(S

1

). Before estab-

lishing existence of solutions with data

~

 2 WA

2

m�1

(S

1

), we consider the uniqueness

statements in Theorem 1.4.

Lemma 6.12 If D

t

u+ Lu = 0, then

jD

�

u(Q+ se

n

; t)j � Cts

�m�j�j

M

1

((r

m

u)

�

)(Q; t):

In this lemma,M

1

is the one-dimensional Hardy-Littlewood maximal function in

the time variable, t.

Proof We write D

t

u = �Lu and use the mean-value inequality (6.5) to write

jD

�

u(X; t)j �

�

�

�

�

Z

t

0

D

�

Lu(X; r) dr

�

�

�

�

� C

Z

t

0

�(X)

�m�j�j

�

Z

�

Z

J

c

0

�(X)

(X;r)

jr

m

u(Y; s)j dY ds (6.13)

where J

r

(X; r) = B

r

(X)�(t�r

2m

; t). We choose c

0

small so that J

c

0

�(X)

(Q+se

n

; r) �

�(Q; r) and thus (6.13) gives

jD

�

u(Q+ se

n

; r)j � Cs

�m�j�j

Z

t

0

(r

m

u)

�

(Q; r) dr:

This estimate implies the result of the Lemma.
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Theorem 6.14 Assume u is a solution of the regularity problem in 
 � (0; T ) with

D

�

u = 0 on @
; j�j � m� 1, and (r

m

u)

�

2 L

2

(S

T

), then u = 0.

Proof We �rst claim that D

�

u 2 L

2

(
�(0; T )) for j�j � m�1. To see this, we begin

with Lemma 6.12 which gives that for any � and � > 0, there exists C

�

= C

�

(�; T ) so

that

Z

T

0

Z


\f�(X)>�g

jD

�

u(X; t)j

2

dX dt � C

�

Z

T

0

Z

@


(r

m

u)

�

(Q; t)

2

dQdt: (6.15)

For j�j � m, a variant of the Poincar�e inequality and (6.15) give

Z

T

0

Z


\f�(X)<1g

jD

�

u(X; t)j

2

dX dt � C

Z

T

0

Z

@


(r

m

u)

�

(Q; s)

2

dQds:

Recall that the constant in the Poincar�e inequality can be chosen to depend on the

width of the domain in one direction. Together, these give

Z

T

0

Z




jD

�

u(X; t)j

2

dX dt � C

Z

T

0

Z

@


(r

m

u)

�

(Q; t)

2

dQdt; j�j � m: (6.16)

Next, we observe that the interior estimate (6.5) implies that

jD

�

u(Q+ se

n

; t)j � C

�

s

m�j�j

(r

m

u)

�

(Q; t); j�j � m: (6.17)

For j�j � m� 1, we may use the mean-value theorem of calculus and our hypothesis

that D

�

u has parabolic limits zero at a.e. (Q; t) 2 S

T

. Together, these imply that

jD

�

u(Q+ se

n

; t)j � Cs

m�j�j

(r

m

u)

�

(Q; s); j�j � m: (6.18)

To establish uniqueness, we consider u

�

(X; t) = u(X + �e

n

; t); � > 0. Integration

by parts and the estimates (6.16) and (6.17) imply

1

2

Z




u

�

(X; t)

2

dX +

Z

t

0

Z




a

��

D

�

u

�

(X; t)D

�

u

�

(X; t) dXdt

=

m�1

X

j=0

Z

t

0

Z

@


D

j

u

�

(Q; s)D

2m�1�j

u

�

(Q; s) dQds: (6.19)
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If we let �! 0

+

, then (6.17) and (6.18) imply that the right-hand side of (6.19) goes

to zero as �! 0

+

. Thus

0 =

1

2

Z




u(X; t)

2

dX +

Z

t

0

Z




a

��

D

�

u(X; t)D

�

u(X; t) dX dt: (6.20)

Since the inequalities (6.16) and (6.18) imply that u(�; t) 2 H

m

0

(
) for a.e. t, we have

that

Z

t

0

Z




a

��

D

�

uD

�

u � 0 and hence (6.20) implies u = 0.

Finally, we consider uniqueness in the Dirichlet problem. Here, we use the duality

argument as in the elliptic case. Thus we begin with a Lemma regarding the existence

of solutions to the inhomogeneous initial-Dirichlet problem.

Lemma 6.21 Let  2 C

1

0

(
� (0; T )). Then there exists a solution to

8

>

>

>

<

>

>

>

:

D

t

u+ Lu =  ; in 
� (0; T )

u(X; 0) = 0; in 


D

�

u(X; 0) = 0; j�j � m� 1:

(6.22)

This solution satis�es (r

m

u)

�

2 L

2

(S

T

).

Proof We construct u = v+w where w = �� and v is the solution of the regularity

problem with data in the array generated by �w. We have (r

m

w)

�

2 L

2

(S

T

) since

the fundamental solution and all its derivatives decay rapidly as jXj ! 1. Now,

using estimates for w and its derivatives on S

T

, we can apply Proposition 6.11 to

conclude that (r

m

v)

�

2 L

2

(S

T

).

Theorem 6.23 Suppose that D

t

u+ Lu = 0; (r

m�1

u)

�

2 L

2

(S

T

) and

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

D

t

u+ Lu = 0; in 


T

u(X; 0) = 0; x 2 


D

�

u(Q; s) = 0; j�j � m� 1; (Q; s) 2 S

T

(r

m�1

u)

�

2 L

2

(S

T

);

then u = 0.
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Proof Let f 2 C

1

0

(


T

) and let v(X; t) be the solution of the inhomogeneous problem

(6.22) from Lemma 6.21. Then w(X; t) = v(X;T � t) solves the adjoint boundary

value problem

8

>

>

>

<

>

>

>

:

(�D

t

+ L)w(X; t) = f(X;T � t); in 


T

D

�

w(Q; t) = 0; j�j � m� 1; Q 2 @


w(X;T ) = 0; X 2 
:

Since r

j

u = 0 on S

T

, j = 0; : : : ;m � 1, we may use the mean value theorem of

calculus to obtain

jr

j

u(Q+ he

n

; t)j � Ch

m�1�j

(r

m�1

u)

�

h

(Q; t) (6.24)

where v

�

h

denotes the maximal function de�ned using truncated cones

(v)

�

h

(Q; t) = sup

�

�

(P;t)\fX :jX�P j<hg

u:

Note that the subscript h denotes a translation for v de�ned on 


T

but denotes the

truncated maximal function when on (rv)

�

. Also, using interior estimates, we have

that

r

m�1+j

u(Q+ he

n

; t) � Ch

�j

(r

m�1

u)

�

2h

(Q; t): (6.25)

Since w is a solution near the boundary and w vanishes on S

T

, the same arguments

imply that

r

m+j

w(Q+ he

n

; t) � Ch

�j

(r

m

w)

�

h

(Q; t): (6.26)

We let u

h

(X; t) = u(X + he

n

; t) and then integrating by parts gives

Z

T

0

Z




f

h

(X;T � t)u

h

(X; t) dXdt =

Z

T

0

Z




(�D

t

+ L)w

h

(X; t)u

h

(X; t) dXdt (6.27)

=

Z

T

0

Z

@


2m�1

X

j=0

D

j

w

h

(Q; t)D

2m�1�j

u

h

(Q; t) dQdt:

Thus from (6.24), (6.25) and (6.26) we have

�

�

�

�

�

�

Z

T

0

Z

@


2m�1

X

j=0

D

j

w

h

(Q; t)D

2m�1�j

u

h

(Q; t) dQdt

�

�

�

�

�

�

�

Z

T

0

Z

@


(r

m�1

u)

�

2h

(Q; t)(r

m

w)

�

(Q; t) dQdt:
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Since r

m�1

u = 0 a.e. and (r

m�1

u)

�

is in L

2

(S

T

), it follows from the monotone

convergence theorem that (r

m�1

u)

�

2h

! 0 in L

2

(S

T

). Since we also have (r

m

w)

�

is

in L

2

(S

T

), it is easy to see that the boundary term in (6.27) goes to zero as h! 0

+

.

Thus we conclude that

Z

T

0

Z




f(X;T � t)u(X; t) dXdt = 0:

Since this holds for every f in C

1

0

(


T

), we conclude that u = 0.

Finally, we are ready to give existence of solutions to the L

2

-Dirichlet problem. Let

~

 2 WA

2

m�1

(S

1

) be a smooth function and suppose that

~

 

j

is a sequence of arrays

generated by functions in C

1

0

(R

n

� (0;1)) and so that the sequence converges to

~

 

in WA

2

m�1

(S

1

). Let u

j

be the sequence of solutions with data

~

 

j

as obtained from

Proposition 6.11.

According to the uniqueness result (either Theorem 6.14 or 6.23 will do), we have

that the di�erence of two solutions satis�es the estimate

k(r

m�1

(u

j

� u

k

))

�

k

L

2

(S

1

)

� Ck 

j

�  

k

k

WA

2

m�1

(S

1

)

: (6.28)

An argument as in the proof Proposition 6.11 implies that u

j

converges to a function u

which satis�es (r

m�1

u)

�

2 L

2

(S

1

), has parabolic limits at the boundary and thus is

a solution to the Dirichlet problem. The estimate (6.28) implies that u has the correct

data, D

�

u =  

�

; j�j � m� 1. This completes the proof of the main Theorem 1.4,

which was stated in the introduction.

We observe that extensions to L

p

, p near 2 should be possible as in Pipher-Verchota

[22] and Dahlberg and Kenig [6]. One should also be able to obtain results in three

dimensions for all p, 2 < p � 1 (see [22] for elliptic equations and also [21] for the

biharmonic equation). The extension to bounded domains is easy and would lengthen

this paper without making it more interesting. A more interesting problem is to study

these problems in non-cylindrical domains as in Hofmann and Lewis [11] and earlier

work of Lewis with J. Silver [14] and M. Murray [15].
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Extension of the elliptic results to operators L+z is easy for z 2 Cnft+i0 : t < 0g.

The constants depend on the argument of z and blow up as z approaches the negative

real axis. See C.M. Liu [16] for the second order case, including results on the real

axis.
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